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What is AI?

Artificial Intelligence
Automated human-like problem solving…

Machine Learning
“trained” directly from data… 

Deep Learning
using certain neural networks…

Generative AI
to create new 

text/images/data.



Sometimes, learning from data is not ideal

What are radiological deep learning models actually learning? John Zech (medium.com)



AI/ML: A Complete Story, Data to Patient Impact



Pediatric Sepsis Definition Task Force, June 2019

35 experts from pediatric CCM, EM, ID, and nursing, general 
pediatrics, pharmacy, informatics, research, and public health

Representing 12 countries and 6 continents



Is this sepsis?

Septic shockFever “Flu” Sepsis

Sensitivity (early recognition)

Specificity (correct diagnosis)

Responsiveness to  intervention
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Pediatric Sepsis Burden



Sepsis Septic Shock

$$$$        >>>          $ $$$$ >>>          $

Mortality by World Bank Income Class



Long-term Impacts on Survivors

Baseline status

Premature death
• Years of life lost
• Impact on parents, siblings, 

family health

Partial recovery

Full recovery

Acute 
phase

Increased risk of
post-discharge death
• Years of life lost
• Impact on family, society
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Sepsis

Watson RS et al, Under Review



Current Pediatric Criteria 

• Not data-driven 
(“eminence-based”)

• Performed OK in some environments, 
poorly in others

By this definition, many patients in the ED or on the 
floor with non-life-threatening infection have 

“sepsis”



ADULTS ONLY
Data-driven + consensus
High resource countries only

2016: New Adult Criteria 

• ADULTS 
ONLY

• Data-driven + 
consensus

• High 
resource 
countries only



Pediatric Sepsis Definition Task Force Timeline

2018
• SCCM support
• Panel formation

2019
• Salzburg Kick-Off

2020/21
• Systematic review

• International survey
• Successful NIH funding 
(Bennett, Sanchez-Pinto)

2022
• Other 

Manuscripts
• Data 
Curation

2023
• Analyses

• Delphi process
• Consensus

2024: D
issem

ination



Pediatric Sepsis = 
“An infection with 
life-threatening 
organ dysfunction”

13

Source: JAMA Twitter feed, 2016

Conceptual Framework



“An infection with life-threatening organ dysfunction”

Suspected infection <=24 hours

Primary outcome: in-hospital mortality

Identify the best-performing organ dysfunction 
subcomponents from existing scores, applicable 
to higher and lower resource settings

Conceptual Framework



• Electronic Health Record data
• Date range 2010-2019

10 Study Sites: 6 Higher and 4 Lower Resource Settings



Cohort Size: >3.6 million Pediatric Hospital Encounters



Representative Population: 
Adequate Age Distribution



Representative Population: 
Diverse Race and Ethnicity



STEP 1 RESULTS: Identify the best organ dysfunction 
subcomponents of existing scores 



• Cardiovascular
• Respiratory 
• Coagulation
• Neurologic

• Endocrine
• Renal
• Immuno
• Hepatic

Machine Learning

All-Stars Model 1: Eight Organs

Model 2: Four Organs

• Cardiovascular
• Respiratory 
• Coagulation
• Neurologic

STEP 2 RESULTS:   Sepsis Models Using Machine Learning



Translate the Best Sepsis Model to the 
Phoenix Sepsis Score 

One integer, 0-13

STEP 3 RESULTS:



Phoenix Sepsis Score has Good 
Calibration in Higher Resource Sites STEP 3 RESULTS:



STEP 3 RESULTS: Phoenix Sepsis Score has Good 
Calibration in Lower Resource Sites 



Task Force Delphi process:

• Sepsis: ≥ 2 points on 
Phoenix Sepsis Score

• Septic Shock: Sepsis and 
≥ 1 CV point 

One integer, 0-13

Translation of Phoenix Sepsis Score to 
Phoenix Sepsis/Septic Shock Criteria 
Selecting Thresholds

STEP 4 RESULTS:



Better = Closer to 
top-right cornerInterpretation 

recap

14x better 
than baseline

PPV and Sensitivity for Phoenix Sepsis Criteria 
Higher than for 2005 IPSCC Sepsis CriteriaSTEP 4 RESULTS:



* *

* Co-first authors

* * * *

* Co-first authors

2024



IMPACT
• Overall goal: Decrease the number of 

sepsis deaths and improve long-term 
outcomes with more accurate diagnosis

• Deployment started in electronic health 
records across the country

• We have developed a mobile application for 
use in low resource environments

• In clinical use already – I used 
the new criteria last week in the ICU



Locally Made (NIH Funded)

Core Data Science Team

Other CU ContributorsComputing Environment
Task Force Members

Site Data



Chris Chute
Johns Hopkins 

University

Funding
R01 HD105939



Extra Slides



What about ChatGPT etc. (Generative AI)?

First: What is a large language model (LLM)?

● A type of deep learning model (a transformer) trained to predict sequences

○ Text is sequences of words

● Trained on enormous amounts of text 

○ (generally, available on the internet)

● General LLMs are very expensive to train (computing resources)

○ Although specific LLMs have been trained affordably

Shah N et al. JAMA 2023



How was ChatGPT built?

Reinforcement Learning with Human Feedback



ChatGPT etc.

● What will LLMs definitely be good for in medicine?
○ Summarization
○ Documentation
○ Communications (including patient-facing chatbots)
○ Accelerating Analytics
○ Operations!



ChatGPT etc.

● What might LLMs be good for in medicine?
○ Diagnosis (first: adult, outpatient, conditions with a solid evidence base)
○ Interpretation of other complex data (waveforms, images, etc.) (long-term, massive compute 

needed)



LLMs: things to watch out for

● Hotel California for potentially sensitive data

● Has the model seen those data already (on medrxiv, pubmed, etc.)?

● "Hallucinations"

- LLMs are like [insert very confident subspecialty]. They sound 
certain, even when they are wrong.



Specific Campus Expertise in LLMs

Yanjun Gao, PhD

Assistant Professor, DBMI

Start date Sept 1, 2024
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