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Veterinary Medicine

• Large amount of medical data:
Approximately 270 million veterinary visits for dogs and 230 million for cats

• Approximately 90 million dogs and 96 million cats in the United States
• Average 3 visits/dog/year and 2.4 visits/cat/year

Approximately 1 billion human physician office visits per year
• Average 3.21/person/year

• Shared diseases, environments, exposures, and treatments 







One Health Approach In Action

• Osteosarcoma:
• People: 800-1000 cases/year
• Dogs: >25,000 new cases diagnosed every year
• https://cvmbs.source.colostate.edu/clinical-trial-for-pediatric-bone-cancer-underscores-one-

cure-philosophy-at-csu/

• 2022 - 60 Minutes “Comparative Oncology: Trial cancer treatments in dogs could also lead to 
breakthroughs for humans.” 

• 2021 National Academies of Science Workshop “The Role of Companion Animals as Sentinels for 
Predicting Environmental Exposure Effects on Aging and Cancer Susceptibility in Humans”

https://cvmbs.source.colostate.edu/clinical-trial-for-pediatric-bone-cancer-underscores-one-cure-philosophy-at-csu/
https://cvmbs.source.colostate.edu/clinical-trial-for-pediatric-bone-cancer-underscores-one-cure-philosophy-at-csu/


https://theconversation.com/90-of-drugs-fail-clinical-trials-heres-one-way-researchers-can-select-better-drug-candidates-174152



Challenges: 
 Limited sources of training data
 Siloed data
 Inconsistent data formats

• Lack insurance driver for medical coding in veterinary medicine



CSU VTH Coding

•246,473 Encoded records 
(manual)

•189,808 Unencoded Records

Created by Adam Kiehl



Goals

1. Develop a new state-of-the-art automatic diagnosis coding tool

2. Compare new tool to current state-of-the-art models for this task

3. Demonstrate the use of human clinical LLMs in the veterinary space



DeepTag (2017) & VetTag (2019)

Created by Adam Kiehl



AI Tool Development at CSU

1. Foundational Models
a) Large language models (typically publicly available)
b) General or domain knowledge

2. Append Layers to Model
a) Increases complexity
b) Based on downstream task

3. Fine-Tune Models
Created by Adam Kiehl



Created by Adam Kiehl



Fine-Tuning Results

Model F1 Precision Recall Exact Match

GatorTron 74.9±0.29 80.8±1.14 71.8±1.00 51.6±0.29

GatorTron
• 2021
• Partnership between University of Florida, NVIDIA
• University of Florida Health (2.9M human medical notes), MIMIC-III, 

PubMed, Wikipedia (91B words)



Current Findings (paper in progress):

1. Foundational LLMs
• Pretraining matters - can’t fine-tune from scratch
• Larger foundational models matter, to a point

2. Source of Pretraining Data
• Human clinical data useful for veterinary tasks
• May not be sensitive to content of pretraining data 

3. Training Hyperparameters
• Task-specific fine-tuning necessary
• Fine-tune as much as possible without inducing forgetting
• Volume of fine-tuning data matters, to a point

Created by Adam Kiehl



Next Steps:
Explainability Generalizability

Textual Complexity

Ensembling

Created by Adam Kiehl

CSU Foundational Model 
(VTH-BERT) based on 
veterinary language



CU-CSU Data Linkage Pilot Project:

Goal: determine the feasibility of linking veterinary and human health records 
between UCDenver-Anschutz (UCD-AMC) and CSU-VHS for translational and 
comparative studies to improve patient outcomes.

oDetermine overlap between people/households who receive healthcare locally 
and also bring their companion animals for treatment at the VTH.

o If the overlap is significant, determine how to undertake future studies that 
may look for similarities in diagnosis, therapies, etc., between people and their 
pets.



Process:

• Multiple years

• Many conversations

• Two IRBs

• Data Use/Sharing Agreement



Methods:

1. CSU-VTH dataset:
• Extracted non-medical Personally Identifying Information (PII) from certain veterinary 

medical record (EMR) fields about animal owners 
• Securely delivered by CSU to Health Data Compass (HDC) 
• Uploaded through a Compass Eureka virtual machine (VM) gateway

2. Non-medical PII from CSU-VTH client records matched to patient records in the   
    HDC HIPAA-compliant research data warehouse (RDW).

3. De-identified aggregate count was returned to the PI to share with CSU-VTH to 
    determine the go/no-go status of a larger registry project



Results:

Created by Katie Mullen



Next Steps:

• Create pet-patient registry to evaluate shared health questions

 example: leveraging companion animal and human EHR linkage 
to explore sex differences in household metabolic syndrome 
(MetS) co-occurrence

• Incorporate Ontologies

• Consider adding question about pet ownership to human medical 
records



Next Steps:

• Dissemination of research:
• 11 abstracts/presentations 
• 7 manuscripts in progress

• Workforce development:
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